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Abstract

This paper aims to recreate the results of the paper (1) which introduces an off-policy deep reinforcement
learning (DRL) algorithm that is robust to time discretization called Deep Advantage Updating (DAU).
Specifically, the paper empirically proves that Q-learning methods are not robust to time discretization
and highlights the need for an algorithm that can be used in tasks for near continuous environments. Thus,
the paper (1) introduces DAU that achieves good performance regardless of the time discretization when
tested across several gym environments. To reproduce those results, we evaluate the performance of
the discrete DAU algorithm compared to the performance of the DQN algorithm (2) when solving the
OpenAI’s Gym Cartpole environment. Our results agree with the ones in the paper as DAU maintains a
good performance when changing time discretizations compared to DQN which performs worse with
smaller time discretizations.

1 Introduction

DRL algorithms have achieved remarkable results recently in a variety of domains including games such as Go (3), chess,
and shogi (Japanese chess) (4), and dexterous in-hand manipulation tasks (5). However, DRL suffers from high sensitivity
to several factors including changes in environment parameters and hyperparameter tuning. Due to such sensitivities, the
applications of DRL are limited. For example, the ability to transfer learning from imperfect simulators to real-world settings
is crucial in robotics but DRL cannot be used to achieve this goal as it is sensitive to small changes in environment parameters.
Moreover, in near-continuous environments, Q-learning-based approaches tend to be sensitive to time discretization. As
near-continuous time environments include most continuous control environments and robotics, it is of interest to have
a DRL algorithm that is robust to time discretization. Although, there are a few on-policy DRL algorithms that can be
setup to be robust against time discretization including PPO (6), TRPO (7) and A3C (8), the paper (1) focuses on off-policy
algorithms such as DQN (2) and DDPG (9). The paper (1) introduces DAU, an off policy algorithm, and provides empirical
evidence for its robustness to time discretization. In this paper, we show that our results for the discrete action space
environment, Cartpole, are consistent with the results of the original paper providing further support to the deep advantage
updating schema introduced in (1) since the findings generalize to a different implementation.

2 Background

2.1 Continuous-time and near-continuous Markov Decision Processes

Let S = Rd be a set of states, and A be a set of actions. A continuous-time Markov Decision Process (MDP) is defined by
the differential equation

dst
dt

= F (st, at) (1)

where F : S ×A → S is a function that describes the dynamics of the environment.

For any timestep δt > 0, a discretization of the continuous-time MDP with time discretization δt is defined by

Mδt = ⟨S,A, Tδt, rδt, γδt⟩



where Tδt is the transition function. The transition function of a state s is the state obtained when starting at s0 = s and
maintaining the action at = a constant for a time period δt which corresponds to an agent evolving in the continuous
environment as the one defined by (1), but only making observations and choosing actions every δt (1). The discount factor
and reward are defined as follows

γδt := γδt

rδt := δt.r

where γ, r are the discount factor and return of the continuous-time MDP.

We call the MDP defined aboveMδt near-continuous MDP.

2.2 Q-learning in continuous and near-continuous time

The papers (10; 1) provide formal proof that the Q-function collapses to the value function in continuous time (See Theorem
1), thus making it impossible to infer actions based on the Q-function. Although the Q-function would still depend on
actions in near-continuous time when the time discretization, δt is strictly positive, the approximation error of the Q-function
would be larger than the effect of individual actions on the Q-function. This is the theoretical reasoning as to why the
Q-learning-based methods are sensitive to time discretizations and do not perform as well when δt approaches 0.

Theorem 1 (From (1)) Under suitable smoothness assumptions, The action-value function of a near-continuous MDP is
related to its value function via

Qπδt(s, a) = V πδt(s) +O(δt) (2)

when δt→ 0 , for every (s, a) ∈ (S ×A).

2.3 Advantage updating and DAU

A rescaled version of the advantage function (3) provides the same information on actions as the Q-function and does not
collapse to the value function in the continuous-time limit.

Aπδt(s, a) :=
Qπδt(s, a)− V πδt(s)

δt
(3)

Under suitable assumptions, the rescaled version of the advantage function allows us to write the discretized version of the
Q-function as

Qπδt(s, a) = V πδt(s) + δtAπδt(s, a) (4)

The DAU algorithm introduced in (1), trains two networks, Vθ which approximates the value function V πδt, and Aψ to
approximate the rescaled advantage function Aπδt. The algorithm uses those networks to compute the action-value function
during training. Furthermore, the following equation needs to be satisfied to guarantee the stability of Aψ when δt→ 0

Aψ(s, π(s)) = 0 (5)

In the original paper (1), they introduce a parametric function Āψ to define Aψ as

Aψ(s, a) := Āψ(s, a)− Āψ(s, π(s)) (6)

Since the continuous time limit of the rescaled advantage function depends on actions, this approach overcomes the issue
encountered in standard Q-learning-based approaches.

3 Methodology

We test the performance of DQN (2), an off-policy algorithm for environments with a discrete action space and the discrete
version of DAU (1) on a modified Cartpole environment using two values for time discretizations δt ∈ {0.01, 0.001}. It is
important to state that as δt decreases, the run time of an experiment for the same physical time increases by a factor of 1

δt

which is why we only ran experiments on two δt values. Also, in our implementation, we used smaller networks compared
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to the ones used in the original paper to favor smaller run time and we were able to do so because Cartpole is a relatively
easy environment to learn.

Considering that the default value for the timestep between state updates in the Cartpole environment is 0.021, the δt values
we chose to test the algorithms DQN and DAU cover a range of values that are sufficient to check whether the algorithms
are robust to time discretization. We modify the OpenAI’s Gym Cartpole environment to accommodate for different time
discretizations which includes changing the timestep between state updates, the reward threshold, and the maximum number
of steps.

To implement DQN, we start by following a tutorial2 and the corresponding implementation3. We continue to modify the
implementation mainly to allow for different time discretizations which include scaling the hyperparameters and the reward.
The pseudo-code of the resulting DQN implementation is shown in Algorithm 1. As for the discrete DAU algorithm, we
implement it following the pseudo-code shown in Algorithm 2.

Algorithm 1 DQN for time discretization δt
Input:
γ discount factor.
α learning rate.
δt time discretization.
n_update target network update frequency.

1: Initialize ψ parameter of network Qψ .
2: Copy ψ parameters to ψ′ parameter of target network Q′

ψ .
3: Initialize D, a replay buffer.
4: opt an optimizer for the network Qψ with learning rate δt ∗ α.
5: for i = 1, 2, . . . , Ntrain do
6: if i mod n_update = 0 then
7: ψ′ ← ψ

8: end if
9: Observe initial state s = s0

10: while s′ is not None, do
11: a = πϵ−greedy(s)

12: Perform a and observe (r′, d′, s′).
13: Store (s, a, r′, d′, s′) in D.
14: s← s′

15: If the size of D is sufficient, sample a batch of N random transitions from D.
16: Q̃i ← riδt+ (1− di)γδtmaxa′ Qψ′(s

′i, a′)

17: ∆ψ ← 1
N

∑N
i=0

(
Qi − Q̃i

)
∂ψQψ(s

i, ai)

18: Update ψ with opt, ∆ψ and learning rate δt ∗ α.
19: end while
20: end for

The main difference between the two implementations is that DQN keeps track of and updates a Q-network and a target
Q-network, where the weights of the target Q-network are updated every n_update training iteration whereas the DAU
algorithm keeps track of and updates a value function network, Vθ, and an advantage function network, Aψ. All networks
used in both algorithms share the same structure and use RMSProp as an optimizer. Moreover, both algorithms scale the
reward obtained, the discount factor, and the learning rate according to the time discretization δt. For each time discretization

1Information available at: https://github.com/openai/gym/blob/master/gym/envs/classic_control/cartpole.py
2Available at: https://towardsdatascience.com/deep-q-learning-for-the-cartpole-44d761085c2f
3Available at: https://github.com/ritakurban/Practical-Data-Science/blob/master/DQL_CartPole.ipynb
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δt ∈ {0.01, 0.001} and for each algorithm, the learning curve is averaged over two independent runs. The learning curves
for DQN and DAU are presented in Figures 1 and 2 respectively.

Algorithm 2 Discrete DAU for time discretization δt
Input:
γ discount factor.
δt time discretization.
α learning rate.

1: Initialize θ, ψ parameters of the networks Vθ, Āψ .
2: Initialize D, a replay buffer.
3: optV , optĀ optimizers for the networks Vθ, Āψ respectively with learning rate δt ∗ α.
4: for i = 1, 2, . . . , Ntrain do
5: Observe initial state s = s0

6: while s′ is not None, do
7: a = πϵ−greedy(s)

8: Perform a and observe (r′, d′, s′).
9: Store (s, a, r′, d′, s′) in D.

10: s← s′

11: If the size of D is sufficient, sample a batch of N random transitions from D.
12: Qi ← Vθ(s

i) + δt
(
Āψ(s

i, ai)−maxa′ Āψ(s
i, a′)

)
13: Q̃i ← riδt+ (1− di)γδtVθ(s′i)
14: ∆θ ← 1

N

∑N
i=0

(Qi−Q̃i)∂θVθ(s′i)
δt

15: ∆ψ ← 1
N

∑N
i=0

(Qi−Q̃i)∂ψ
(
Āψ(s

i,ai)−maxa′ Āψ(s
i,a′)

)
δt

16: Update θ with optV , ∆θ and learning rate δt ∗ α.
17: Update ψ with optĀ, ∆ψ and learning rate δt ∗ α.
18: end while
19: end for

4 Experimental Results

As discussed in the introduction, it is vital for many near-continuous environments including continuous control environments
and robotics that the algorithms used to solve the environment are robust to time discretization. We test the proposed
algorithm, discrete DAU, against the DQN algorithm by running two independent experiments for each value δt ∈
{0.01, 0.001} to train both algorithms on the Cartpole environment for 180 episodes each. We plot the average returns of
those experiments for each algorithm along with the standard deviation against the physical time in hours in Figures 1 and 2.

For the DQN algorithm (see Figure 1), we notice that the algorithm learns well when δt = 0.01 as it achieves returns of
approximately 200 after learning for 0.05h in physical time. However, its performance decreases significantly as the time
discretization drops to δt = 0.001 where it achieves returns of approximately a 100. As for the discrete DAU algorithm
(see Figure 2), we can see that algorithm learns well similar to the performance of DQN when δt = 0.01 as it achieves
returns of approximately 200 after learning for 0.04h in physical time and achieves a slightly better performance as the time
discretization drops to δt = 0.001 where it achieves returns of approximately 225 after learning for about 0.09h in physical
time.
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Figure 1: Learning curve for DQN on the Cartpole environment.

Figure 2: Learning curve for discrete DAU on the Cartpole environment.
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These results show that the discrete DAU algorithm learns good policies regardless of the time discretization whereas the
DQN algorithm fails to adapt to a smaller time discretization. Although we used different implementations than the ones
used in the original paper, our results agree with the results of the paper (1) adding further support to their results as discrete
DAU is shown to be robust to time discretization and implementation details.

5 Conclusion

The purpose of this paper was to reproduce the findings found in (1), which showed that off-policy Q-learning-based
DRL algorithms are not robust against time discretization and introduced an off policy algorithm that is robust to time
discretization. Thus, we conducted experiments on the Cartpole environment which included training the DQN and discrete
DAU algorithms using two time discretizations. We found that the DQN algorithm fails to learn a good policy as the time
discretization decreases while the discrete DAU algorithm is much more robust to small time discretization.
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